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Abstract

In this study a simulation based experiment has been realized to evaluate a dynamic optimization method
which can be used in- critical intersection signai controllers. By using VAP programming language
commands, developed optimization algorithms have been transferred to VISSIM simulation environment to
optimize a critical intersection model. Through the simulation, calculation of degrees of saturation for each
traffic flow has been done by using an algorithm which is based on time headway measurements accepted
from loop detectors. Also, other related algorithms have been used for cycle based iterative optimization of
cycle time and green splits. These algorithms have been developed by a method based on evaluation of
caiculated degrees of saturation values. Under the various saturated traffic compositions, simulation resuits
have shown that variations of average degrees of saturation of total flows can be smoothened and average
degree of saturation of intersection can be maintained near the practical degree of saturation {0.7-0.9) which
corresponds to optimum volume and performance of the critical intersection model. '

1-Introduction

Degrees of saturation about traffic flows have big divergences in a day at some parts of the
urban traffic networks. Also, some of the signalized intersections, which are called critical
intersection by many of traffic control strategies, have a special importance because of
their variable and saturated traffic flow characteristics (Bielefeldt and Busch 1994; Huat.
Robertson, Bretherton and Royle 1982; Lowrie, P.R. 1982; Miyata and Usami 1996). So.
in order to control the urban traffic networks, traffic control system must be suitable to the
physical and geographical conditions of urban traffic environment. Within this
requirement, it is important to optimize the volume and performance values of critical
intersections at saturated traffic conditions.

From a different point of view, the volume and performance values depend on signal
timing parameters at signalized intersections. That means, it 1s important to optimize the
signal timing parameters at critical intersections by using on-line optimization techniques.
On the other hand it is known that, optimal volume and performance values of an
intersection can be established if its average degree of saturation can be maintained as a
practical degree of saturation value (Akgelil, 1995).

Within this relation, in this study a simulation based experiment has been realized to
evaluate a dynamic optimization method which can be used in critical intersection signal
controllers. Through the simulation, calculation of average degrees of saturation for each
[low has been done by using an algorithm which is based on time headway measurements
accepted from loop detectors. Also, two other algorithms have been used for cycle based
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iterative optimization of cycle time and green splits. These two algorithms have bheen
developed by a method based on evaluation of calculated degrees of saturation values.

Then, in order to optimize a critical 1ntersection model, algorithms have been transterred 10
VISSIM simulation environment by using VAP programming language commands.
Through the 4 hows of simulation which have been realized under the same conditions
“both at VAP control mode and fixed time control mode, vehicle inputs have been changed
automatically at beginning of each simulation hour. Results have been arranged us
different graphics to show the realized cycle time, two sample of green splits and
variations of average degrees of saturation for both total flows and flow which have
maximurn average degrees of saturation in-cycle basis.

2- Performance Considerations

The intersection degree of saturation, X, is defined as the largest degree of saturation of
incoming flows. Because of that, the condition for the intersection that X<1 satisfies the
condition x<1 for all incoming flows. In practice, there is an acceptable maximum degree
of saturation which must be less then 1.0 because traffic conditions become unstable as
arrival flows approach capacity resulting in excessive delays, stops and queue lengths. This
is called practical degree of saturation, and is denoted by x, for a flow and .\, for un
intersection. (Akgelik R, 1995)

A study of various operating characteristics such as delay, number of stops and queue
length with respect to increasing degrees of saturation indicates that practical degrec of
saturation in the range from 0.8 to 0.9 represent satisfactory operating conditions (Akeelik.
1995). A value of 0.9 is implied in Webster and Cobbe (1966). Although a value of 0.93
represents undesirable operating conditions (long delays, unstable queues, etc.). this can be
used as an absolute practical limit to under saturated operating conditions. Therefore. a
value less than 0.9 may be chosen depending on the particular peaking characteristics
during the design/control period.

On the other hand, the capacity and degree of saturation are more basic measures ol
performance. Capacity means the maximum volume of intersection. The degree of
saturation can therefore be used to determine the pattern of change in delay. number of
stops and queue length. The intersection performance deteriorates rapidly at degrees of
saturation above 0.8 to 0.9. The degree of saturation can therefore be used as a simple
indicator of signalized intersection level of service (Akgelik R, 1979).

That is, optimal volume and performance values can be established if average degree of
saturation of intersection is maintained as a practical degree of saturation through the
control process.

3-Intersection Model
In order to determine the cycle time and green splits, the ways that vaffic flows [ollow
while they are incoming and outgoing the intersection must be identified first so that an

intersection model must be created. In this study the NEMA flow scheme has been used. In
a four armed intersection this scheme includes § different flows with east-west and south-
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north directions: For each arm, stéaight going flow and left tuming tlow are defined.
Figure la shows the intersection miodel with 8 different flows that obeys NEMA scheme.

In the urban traffic networks intersections generally have three or four arms so this model
can be accepted by a general model for urban intersection structures and for critical
intersection structures, (Transyt 7F Users Guide, 1998)

\|3 R Ed Straight going {low detsctor
FEY Left turaing flavw detector
(a) (b)
Figure |. (a) fdentifving 8 different flow due to NEMA flow scheme for model imersecrion,

(b)Y Placement of loop detectors for measuring the flow parameters.

4-Formation of Signal Timing Plan

According to NEMA flow scheme phase systems of a 4-armed intersection can be
arranged in different ways. Agrangement of the phases depends on designer assumptions
and starting flow for ditferent phases. It is obvious that phase sequences can be changed
according to the calculated green split values i a dynamic signal control process.
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[n this study the beginning phase arrangement for the simulation process has been chosen
as in Figure 2. In this arrangement starting flows have been chosen as Nows | and 6 in
east-west direction and flows 3 and & in south-north direction. This arrangement has been
specially chosen in consideration of forthcoming study about coordination of neighboring
intersections forming sub areas.

Figure 2 shows the timing parameters at n’th cycle index. Here, (7(n) shows the cyele
time which includes inter-green times {/{G7) and barrier inter-green times (BIGTY. GTitny
shows the green split time for signal group ‘i’ which cotresponds to permission of How i’
(1...8), BTI(n) and BT2(n) show the bartier time for flows in east-west and in south-norti
directions. These two notations include inter-green time (/GT) and barrier inter-green time
{(BIGT). For all these notations ‘n’ shows the cycle index.

In formation of signal timing plan, it is important first to satisfy the safety rules. For this
reason, conflicting flows must not have the right of way in the same time. So, this rule has
been carefully adapted to both the formation of signal timing and to the caiculation
algorithms. In Figure 2 it is shown that, the flow pairs 1-2 and 5-6 in the east-west
direction and the flow pairs 3-4 and 7-8 in the south-north direction are conflicting Mows.
These pairs of flows don’t have the right of the way at the same Lime.

5- Measuring The Flow Parameters

In the on-line optimization algorithms for determining the cycle time and green splits. the
beginning action is calculation of average degrees of satwation for each flow by using How
parameter measurements. For making flow parameter measurements virtual induciive loop
detectors have been used in simulation environment. Loop detectors have been sel near the

stop line for each {ane as shown in Figure 1b.

The two important flow measurements are time headway and oecupancy. Occupancy s a
time period in which a vehicle occupy the loop detector. Also headway is a time period in
which no vehicle occupy the loop detector. An example to the occupancy and headway
distribution pattern through the loop detector in any green split has been shown in Figure 3,

'Headwey

s S s W I

v Occupancy

A4

.

GT(n)

Figure3- dn example occupancy and headway distribution paitern aecepted fiam ihe loop detecior
6- Calculation Algorithm for Average Degree of Saturation

In the VISSIM simulation environment on-line control of the model intersection has been
realized by using cycle time and green splits optimization algorithms which are formed as
a VAP programuming language file, The developing of these two algorithms have been
based on evaluation of calculated average degrees of saturation for each ditferent flow. For
this reason. calculation algorithm for average degrees of saturation has been developed

e



: [)I()LLL{.IH]“‘) of ud En{um'\tmem% S\mpmnum on

: ST el Mihaladturing Sysiens: Adgtist 30 31,2001 HS i"&

S 'ml\ar\a L,mw.r\ﬁt\f Dmetmcnl of Industrml i—lwrnurasw .
frst as in lollowing paragraphs; The developing this algorithm has been based on
evaluation of accepted headway-occupancy pattern from the loop detector through the
green tume split.

Through the simulation. degrees of saturation are calculated for each different flow at the
end second of the evele time in each cycle index within the following algorithm :

i Headway sum and headway count values are cleared at the beginning ol green
split for each flow; T (n) =0, N;(n) =0,

ii. Measured headway values are added to headway sum and headway counts are
added to vehicle count value through the green split for cach flow; T (n). N, (n)

iii, Effective green time value has been calculated for each green split,
GT,:‘(”) = T.‘ (”) - N.‘ (”) * ot Hiirt (Gl)

iv. Average degree of saturation values ave calculated for each tlow at the end
second of cycle.
X (i"l) = T (n) /GT,‘(I’I) (6.2)

Mere. i represents the flow identifier, n represents the step index or cycle index number, 1,,,
represents the minimum headway between the following two vehicle which corresponds to
maximum degree of saturation (x=1), x;m represents the average degree of saturation.
GTuen the green time, GTm the effective green time, Ty the headway sum and ¥y the
vehicle count.

7-Cycle Time Optimization Algorithm

Al the beginning of the simulation process first a default cycle time and default green splits
have been assigned. Through simulation process the next cycle time, which is expected as
optimum cycle time, is assigned as new cycle time value at the beginning of each cycle
index. At the end of the each cycle the highest average degree of saturation of the Hows
and current cycle time must be taken into account to calculate the next cycle time.
However the change in the cycle time must be important if calcutation resuits are over an
increasing value which is chosen as 5 seconds in this study. Opem%ions can be made in the
algorithmic structure of the cycle time calculation process as the following paragraphs:

i, Flow parameters are evaluated in average degree of saturation algorithm
so that calculated highest one is used for the cycle time calculation.

ii. Next cycle time is calculated by the equation (7.1) as follows

L(muw—cm) + 65 M,,,,m - ey iy,

" The function fle(n) used in ‘equation (7. 1) is defined as i eqmt:on (7 2} X iy is the hwhest;-: B

oo degree of saturation in actually indexed cycle; fu S, €2, ¢ ave default constant values.
. whichare used as 55. 40, 180, 70 respectively in thisstudy, -~ ..~
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.f‘(ff(”)) ﬂ,](f‘m'u (C(”) —ci) * ((.ﬁuu.\' ',f}um) Jler—or))

if ofn) < ¢; then fletn)) = fuin -

if ¢(n) >y then fle(n) = fuor

i The calculated result of the next cycle time i3 compared with the cycle time that s n

use and the new cycle time is defined
default value in this study):
if en+l)—cln) = 4¢

if efn+l)—cfn) <-4c
if “dc < (e(n+l)—cn) < dc
iv. The time caleulated for the next cycle 1s

maximum cycle times,

if cn+i) = Cuin ‘then

i entl) 2y then

as follow (de = 5 sec. has been accepted as an

then ofp ) = cinp = A
then c(n+l) =cln) — A
then efn+l) = cin)

compared with the minimum and
c(n+l) = Cun

cfntl) = Cuar

v. Actual next cycle time is caleulated by adding inter-green times to calculated

cycle time value

(Tgn+l) = é(a+ 1) +2* (IGT + BIGT).

JGT and BIGT are inter-green time and barrier inter

(7.3

-green time respectively as shown in

Figure 2. In this study these values have been accepted as 3 second constant default vaiues.

8- Green Splits Optimization Algorithm

Calculation algorithm which optimize the green splits has been established as fotlows:

i For each flow the average degrees of saturation value is calculated:

x, {1

ii  Foreach flow the effective phase usage ratio is calculated: p; (1)

ui(m)=GT {n) / c(n),

o ()= x;(n) ¥ u;(n)= GT7qn) /ein)

(8.1)

Here cm represents the cycle time at # th cycle; for i th fow at ath cyele va
represents the average degree of saturation, u, ey the phase usage ratio. oo the

effective phase usage ratio.

v, For each
next cycie:

flow forecasted, the effective phase usage ralio is cajculated for the

o) = o £ofn-4) + B pin-3) + ¥y piln-2) + §* pifn-1)+ & Fpin)
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Here: «. . 7. 0. 0 <1 represent weighting factors (¢ FHE S 0 = 10),
pi(n-fj the effective phase usage ratio for 'th flow at (r-f) th eyele, pin—1) the
forecasted elfective phase usage ratio for next cycle.

vi.  For the next cycle 7y and #2 barrier duration’s which are total green times for
the flows in the east-west and south-north directions and green split times for
all different flows are calculated as follows:

ity and 1y barrier caleulations:

Per=prntl) + py(ntl)

pe2=py(ntl) + pyin+i)

pez = ps(rtl)+ pgintl)

pes=pr(atl) + pg(ntl)

Pui = Max (pcy, pe3)

P2 =WAX (Dc2, poy)

lpi = ofn+ )% Pt (s + Puz). BT =15, + ICT + BIGT
iz = (.‘(I’l'?'j) * pm;’/ ()Oml + ,Om_’)n BTB = Iyt [GT + BIGT

it Minimum and maximum ¢, and f3: ave inspection:
/'Ba'mr'n = ax ( (GT[H.'M + GTQ!H.‘H) » (Gijin + GT6I.'HH) )
[!3.?11:.":7 = max ( (GT-gmm"_ GT"’lmr’n) s (GT7min + GTS:MM ) )
[b’/.'nct.\' ﬂlii] ( (GT»{ max+ GTZH-M{,\') P (GTjum.\'*{” GTﬁntm‘) )
/ MHmax l"ﬂgl} ( (Gija.\' + GT“!mm‘) 3 (GT7 mcm"*‘ Gr&mu) )
i L3 =< {3 imin thfiﬂ, (31 = tgjmm Iz = ¢ (?7‘f'j) Bt
W g <tpomin  then, fa=tgom .ty =0 (n+i) - {520mm
if [51 2 LR timax then, (30 = A Bimay (g2 = ¢ (n+ fr) =i himax
€ 02> tpam then, L= tgaay  lay = C (1 1) - 1120
iii. Calculation green split times for each flow:
GTi(n+1) = ta/* oy (n+1) / oy
GTZ(}?+]) = tBI'*;O.? (}7+1) /pm/
GI3(n+l) = tg* o3 (n+1) / o
GTd(n+1) = g% py(n+1) / pps
GTSn+1) = ta*pstn+) / oo,
GT6(n+1) = tg; * pylin+1) / poy
GI7(n+1) = tgs* patn+1) / oy
GI8n+1) = tg, *os(nt L) ! o2

It

9- Simulation Results

Optimization algorithms introduced above have been transferred to VISSIM simulation

environment by using VAP programiming language commands in order to optimize the . .

critical intersection model. VISSIM is a microscopic simulation program which simulates:

the urban traffic that depends on psycho-physical driver behaviors. Fixed time signal

““control policies and vehicle actuated programs can be tested with VISSIM: Also. various

“on-line anid. off-line analysis can’ be made under the previously. determined  consraints. L

- Simulation process is run-as outlined in Figute 4 (VISSIM User Manual, 1997y,

NP A2 €S kA Pk £ memn
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[n this study. critical intersection model constructed in VISSIML has been operated first in
VAP mode, second in fixed time mode under the same conditions for over 4 hours,
Through the simulation. time dependent vehicle inputs and refative distribution of Hows
has been chosen as in Table 1.

" Loop detastor dais

T * gusupancy
P * lrgackhy ay
Yohas e i ! Y ; .
~ i . . | o { '
Valucls Compountiong i Idizroseopic P, w‘fg"?’ﬁ A ! e Teafe ot s
Vahaele Bmsg — 3wt Traffic Flow Idodl A | LRI R
P : t i Pt Fmad Tuws
Bpaed LItuts e o j poo hEe il i e s
NEEURI SUP—— % latuts D als
. . . i calatuls L ata
On-Lma;Of’f-{,uw; g !
Analysia !

Figure 4- Flow chart about runiing o simulation process in 1ISSIA

In VAP mode operation testing results outlined in two different graphics in Figure 5. Iirst
graphic shows the realized cycle time variations and the two of the green split time
variations (GT1 and GT2). The second graphic shows the realized maximum degree of
saturation which corresponds the intersection degree of saturation { MXS = ¥ ) and
arithmetic average of degrees of saturation that occurs according 10 all flows.

Table . Vehicle inputs and relative distribution of flows through the simulation (relative flovs have been
identified as left turning flow, through flow and right turning flow respectively)

simulation

second 0-3600 3601-7200 7204-10800 | 10801-14400 | 14401-18000
Wehicle Input 1 800

from West 200 1000 500 400
Rel. Flow dist. 1-5-1 1-51 1-5-1 181 1-5-1
Vehicle Input

from North 1300 _ 1100 800 700 500
Rel. Figw dist, 142 T4 1-4-2 1-4-2 1-4.2
Vehicle Input Lo ' a0

from Easl 400 500 0 700 800
Rel. Flow dist. 1-2-1 1-2-1 121 1-241 1-2-1
Vehicle iInput

from South 500 700 00 700 600
Rel. Flow dist. 1+2.1 1-2-1 1-2-1 1-2-1 1-2-1

Then, by using VAP mode simulation results, an average cycle time and green splits have
been established to be used in fixed time mode simutations. These values are 122 seconds
for cycle time; 0.15 for Jeft turning flows and 0.35 for through flows plus right turning
[lows.

By using these values fixed time mode simulation has been done under the same conditions
as in VAP control mode. Fixed time mode simulation results outlined in Figure 6 are in the
same format with Figure 5.
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FigureS- VAP mode simufation results: CT, GTI, GT2, X = MAS, average X' = 4T'S.

According to these results:

*Realized average degree of saturation values exceed the value of 0.9 (practical degree of
saturation value) only in the 6 of the cycle indexes in VAP mode and 15 of the cycle
indexes in fixed time mode through the simulation,

*Realized average degree of saturation values exceed the value of 0.8 in the 35 of the
cycle indexes in VAP mode and 64 of the cycle indexes in fixed time mode through the
simulation. B

*The arithmetic averages of degrees of saturation (AVS) that occurs according to the
dearees of saturation of all different flows are accessed. According 1o this accession. it's
obvious that the AVS values vary absolutely between 0.42 — 0.64 in VAP mode and 0.35 -
0.72 in fixed time mode. According to the variation difference of average AVSs, the values
diverge between 0.45 ~ 0.60 in VAP mode and 0. 50 0. 63 in ﬁ\ed time modt, lthLth the
simuiation.

All these results show tlmt undm {he various swtumted tlafﬂc compoutlom th(, variations.. . -

of average degrees of saturation of total flows ¢an be smoothened and average deyree of

*safuration of intersection can’ be maintained : niear the practical degree of saturation (0. T

0. 9) \\;h;ch couesponds to optlmum vclumn fmd pez ﬁ)lmance 01 tim cumai mtuscumnb
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Figure6- Fixed time mode simulation results: CT, GT!, GT‘_'?’, A= XS average X = 1S,
10-Conclusion

[n this study simulation experiments realized for optimization of isolated intersections.
Also similar studies can be planned in order to simuiate the optimization of coordinaied
signals in a sub area. In this frame new simulation based studies are being planned.

Referances

Akeelik, R, (1978). On waffic signal design. Proc.PTRC 6" Summer Annu. Meer.. Environmental and
Traffic Management Seminar {H)}, pp. 176-197.
Akeelik, R. {1979). Capacity and Timing Calculation Methods for Signalized Intersections, ARR 123 Sepr.
ARRB Transport Research Lid., Australia pp.1-7.
Akeelik, R. (1995). Tratfic Signals Capacily and Timing Analysis. ARR 123 Sept. ARRB Transpurt
Research Ltd., Australia pp.1-7.
Bieleteldt and Busch (1994). Motion-a new On-tine Traffic Signal Network Controt System, 1EE Conference
Publication No:391, p. 55-59.
Hunt, Robertson, Bretherton and Royle (1982). The Scoot On-line Traffic Optimisation Technique., 11E
Conference Publication No:207, p. 59-61.



o '['muulmm. u! 3rd Emu:mlsmml S\mpmmm G e
Inteligent Sanuseluring Sysiémd Auaust 30- 30 7()0I H‘& B2
S i\;*mi\.um Um\uam Dépar tmenl nl Iudustrl.z! £ nvmu,un" il K

S

Lowric. P.R. (1982), The Sydney Coordinated Adaptive Traffic Svémanrincip!es."/Mc‘thc‘)ciol'dg_i-’. o

. Algorithms. 1EE Conference publication No:207, p.67-70. . :
Mivata and Usami, (1996). Stream-Strategic Real-time Control for '\/lCEldi)()hS lmlht. H £ Conlerence
Publication Nod22, p. 71-73.
Transvi-7F Users Guide, (1998). University of Florida Transportation Research Center. pp.3-3.
Vissim - User Manual, (1997). PTV System GmbH/Karlsruhe.
Webster. F.V. and Cobbe. B.M (1966). Traffic Signals. Road Res. Lab. Tech. Paper No. 36 (HMSD:
Loncon).




