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Abstract

In this study a simulation based experiment has been realized to evaluate a dynamic optimization methed
whieh can be used in- critical intersection signal controllers. By using VAP programming language
commands, developed optimization algorithms have been transferred to VISSIM simulation environment to
opiimize a critical intersection model. Through the simulation, calculation of degrees of saturation for each
rraffic flow has been done by using an algorithm which is based on time headway measurements accepted
from loop detectors. Also, other related algorithms have been used for cycle based iterative optimization of
cycle time and green splits. These algorithms have been developed by a method based on evaluation of
calculated degrees of saturation values. Under the various saturated traffic compositions, simulation results
have shown that varfations of average degrees of saturation of total flows can be smoothened and average
degree of saturation of intersection can be maintained near the practical degree of saturation (0.7-0.9) which
corresponds to optimum volume and performance of the critical intersection model. '

1-Introduction

Degrees of saturation about traffic flows have big divergences in a day at some parts of the
urban traffic networks. Also, some of the signalized intersections, which are called critical
intersection by many of traffic control strategies, have a special importance because of
their variable and saturated traffic flow characteristics (Bielefeldt and Busch 1994; Hunt
Robertson, Bretherton and Royle 1982; Lowrie, P.R. 1982; Miyata and Usami 1996} So.
in order to control the urban traffic networks, traffic control system must be suitable to the
physical and geographical conditions of wurban traffic environment. Within this
requirement, it is important to optimize the volume and performance values of critical
intersections at saturated traffic conditions.

From a different point of view, the volume and performance values depend on signal
timing parameters at signalized intersections. That means, it 1s important to optimize the
signal timing parameters at critical intersections by using on-line optimization techniques.
On the other hand 1t is known that, optimal volume and performance values of an
intersection can be established if its average degree of saturation can be maintained as a
practical degree of saturation value (Akgelik, 1995).

Within this relation, in this study a simulation based experiment has been realized to
evaluate a dynamic optimization method which can be used in critical intersection signal
controllers. Through the simulation, calculation of average degrees of saturation for each
(low has been done by using an algorithm which is based on time headway measurements
accepted from loop detectors. Also, two other algorithms have been used for cycle based
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iterative optimization of cycle time and green splits. These two algorithms have heen
developed by a method based on evaluation of calculated degrees ol saturation values.

Then, in order to optimize a critical intersection model, algorithms have been transferred 10
VISSIM simulation environment by using VAP programming language commands.
Through the 4 hours of simulation which have been realized under the same conditions
“both at VAP control mode and fixed time control made, vehicle inputs have been changed
automatically at beginning of each simulation hour. Results have been arranged us
different graphics to show the realized cycle time, two sample of green splits and
variations of average degrees of satwration for both total flows and flow which have
maximum average degrees of saturation in-cycle basis,

2- Performance Considerations

The intersection degree of saturation, X, is defined as the largest degree of saturation of
incoming flows, Because of that, the condition for the intersection that X<1 satisfies the
condition x<1 for all incoming flows. In practice, there is an acceptable maximum degree
of saturation which must be less then 1.0 because traffic conditions become unstable as
artival flows approach capacity resulting in excessive delays, stops and queue lengths, This
is called practical degree of saturation, and is denoted by x, for a flow and X}, for un
intersection. (Akeelik R, 1995)

A study of various operating characteristics such as delay, number of stops and queue
length with respect to increasing degrees of saturation indicates that practical degrec of
saturation in the range from 0.8 to 0.9 represent satisfactory operating conditions (Akcelik.
1995). A value of 0.9 is implied in Webster and Cobbe (1966). Although a value of 0.U3
represents undesirable operating conditions (long delays, unstable queues, ete.). this can he
used as an absolute practical limit to under saturated operating conditions. Therefore. a
value less than 0.9 may be chosen depending on the particular peaking characteristics
during the design/control period.

On the other hand, the capacity and degree of saturation are more basic measures of
performance. Capacity means the maximum volume of intersection. The degree of
saturation can therefore be used to determine the pattern of change in delay. number of
stops and queue length. The intersection performance deteriorates rapidly al degrees of
saturation above 0.8 to 0.9. The degree of saturation can therefore be used as a simple
indicator of signalized intersection level of service (Akeelik R, 1979).

That is, optimal volume and performance values can be established it average degree of
saturation of infersection is maintained as a practical degree of saturation through the
controi process.

3-Intersection Maodel
In order to determine the cycle time and green splits, the ways that waffic flows [oltow
while they are incoming and outgoing the intersection must be identified frst so that an

intersection model must be created. In this study the NEMA flow scheme has been used. In
a four armed intersection this scheme includes § different flows with 2ast-west and south-
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north directions. For each zum steai Oht going  flow and left tummcr Iow are defined.
Figure la shows the intersection mode l with § different flows that obeys NEMA scheme.

In the urban traffic networks intersections generally have three or four arms so this model
can be accepted by a general model for urban intersection structures and for critical
intersection structures, (Transyt 7F Users Guide, 1998)

Stradght going flowe detector

Lt turring flave detector
(a) (b)

Figure 1. (a) fdentifying 8 differenmt flow due to NEMA flow scheme for maodel imersection.
{b) Placement of loop detectors for measuring the flow parameters.,

4-Formation of Signal Timing Plan

According to NEMA flow scheme phase systems of a 4-armed intersection can be
arranged in different ways. Arrangement of the phases depends on designer assumptions
and starting flow for different phases. It is obvious that phase sequences can be changed
according to the calculated green split values in a dynamic signal control process.
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[n this study the beginning phase arrangement for the simulation process has been chosen
as in Figure 2. In this arrangement starting flows have been chosen as fows | and 6 in
east-west direction and flows 3 and 8 in south-north direction. This arrangement has been
specially chosen in consideration of forthcoming study about coordination of neighboring
intersections forming sub areas. :

Figure 2 shows the timing parameters-at n'th cycle index. Here, ('7(n) shows the cyvele
time which includes inter-green times (/G7) and barrier inter-green times (BIGTY. Uity
shows the green split time for signal group ‘i’ which corresponds to permission of How i’
(1...8), BTI(n) and BT2(n) show the barrier time for flows in east-west and in south-north
directions. These two notations include inter-green time (/GT) and barrier inter-green tinwe
(BIGT). For all these notations ‘n’ shows the cyele index.

In formation of signal timing plan, it is important first to satisfy the safety rules. For s
reason, conflicting flows must not have the right of way in the same time. So, this rule has
been carefully adapted to both the formation of signal timing and to the caleulation
algorithms. In Figure 2 it is shown that, the flow pairs 1-2 and 5-6 in the east-west
direction and the flow pairs 3-4 and 7-8 in the south-north direction are conflicting Hows.
These pairs of flows don’t have the right of the way at the same time.

5- Measuring The Flow Parameters

In the on-line optimization algorithms for determining the cycle time and green splits. the
beginning action is calculation of average degrees of saturation for each flow by using How
parameter measurements. For making flow parameter measurements virtual induciive loop
detectors have been used in simulation environment, Loop detectors have been sel near |
stop line for each lane as shown in Figure 1b.

e

The two important flow measurements are time heachway and occupancy. Occupancy is a
time period in which a vehicle occupy the loop detector. Also headway is a time period in
which no vehicle occupy the loop detector. An example to the occupancy and heacdway
distribution pattern through the loop detector in any green split has been shown in [rguie 3,

v 1
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Figure3- dn example occupancy and headway distribution pattern accepted from ihe foop detector
6- Calculation Algorithm for Average Degree of Saturation

fn the VISSIM simulation eavironment on-line control of the model intersection has been
realized by using cycle time and green splits optimization algorithms which are formed us
a VAP programuning language file. The developing of these two algorithms have been
based on evaluation of calcuiated average degrees of saturation for each ditferent flow. For
this reason. calculation algorithm for average degrees of saturation has been developed
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st as in following paragraphs, The developing this algorithm has been based on
evaluation of accepted headway-occupancy pattern from the loop detector through the
areen time split.

Through the simulation. degrees of saturation are calculated tor each different flow at the
end second of the eycle time in each cycle index within the following algorithn
green

el

i Headway sum and headway count values are cleared at the beginning of
split for each flow; Ty () =0, N;(m) =0,

ii. Measured headway values are added to headway sum and headway counts are
added to vehicle count value through the green split for each flow; 7, (). ¥, (n)

iii. Effective green time value has been calculated for each green split,
GT' ) =T (n) - N; () * L 6.h)

iv. Average degree of saturation values are caleulated for each flow at the end
second of cycle.
xp(m) = GT () / GT i(n) (6.2)

Mere. i represents the flow identifier, n represents the step index or cycle index number, /,,,
represents the minimum headway between the following two vehicle which corresponds to
maximum degree of saturation (x=1), x;m represents the average degree of saturation.
Gl the green time, GT % the effective green time, Tim the headway sum and My the
vehicle count.

7-Cycle Time Optimization Algorithm

At the beginning of the simulation process first a default cycle time and default green splits
have been assigned. Through simulation process the next cycle time, which is expected as
optimum cycle time, 1s assigned as new cycle time value at the beginning of each cycle
index. At the end of the each cycle the highest average degree of saturation of the flows
and current cycle time must be taken lnto account to calculate the next cycle time,
However the change in the cycle time must be important if calculation results are over an
increasing value which is chosen as 5 seconds in this study. Operations can be made in the
algorithmic structure of the cycle time calculation process as the following paragraphs:

i. Flow parameters are evaluated in average degree of saturation algorithm
so that calculated highest one is used for the cycle time calculation.

/i Next cchc—: time is c‘aicuiaﬁecl by the equation (7.1} as follows

L(NTU = C(”) -+ (-7 Ximeix (”) = ]{(5(”)) 5 - S VD S

The function fc(m) used in equation (7.1} is defined as in eqmtton (7.2) X 17 15 the highest
- degree of saturation in actuaily indexed cycle; fua, fauim, 2. €1 are default constant values
e '\\luc,h are used as D:) 40 180 70 1e5pect1vely mi[ns study g e
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f((-{”)) =,f:::m (C(ﬁ} -¢r) * ((.,/flw.\' ',/tf.uin} Flea—cr)) (7.2)
i ¢(n) < ¢ then fle(n) = fuin -
if ¢cfn) > ¢y then Fem) = fouar

il The calculated result of the next cycle time 18 compared with the cycle time that 1s in

use and the new cycle time is defined as follow (de = 5 sec. has been accepted as an
default value in this study):

if cn+l)—cfn) 2 4¢ then e(nri) =cin) + de
it eln+l)—cln) S-4c then cin+1) = cfn) - dc
if Sdc < (e(n+l)—e(n) < dc then cin+1) = cin)

/v The time calculated for the next cycle is  compared with the minimuwmn and
“maximum cycle times,
it clntl) = Coin ‘then cin+i) = Con
i gfntl) 2 then carl) = Cpax
v. Actual next cycle time is calculated by adding inter-green times to calculated
cycle time value :

CTin+1) = c(n+1) +2* (IGT + BIGT) -~ \ e (7.3)

1GT and BIGT are inter-green time and parrier inter-green time respectively as shown in
Figure 2. In this study these values have been accepted as 3 second constant default valucs.

8- Green Splits Optimization Algorithm
Calculation algorithm which optimize the green splits has been established as follows:
;  For each flow the average degrees of saturation value is caleulated: x, (i)
;i Foreach flow the effective phase usage ratio is calculated: o (7}
w; ()= GT n)/ctn), p (n)=x;(n) *u; ()= G1"(n) fetn) (8.1}
Here cay represents the cycle time at 2 th cycle; for i th flow at nth cyele yeu
represents the average degree of saturation, u,u the phase usage ratio. 0 m the
effective phase usage ratio.

v. For each flow forecasted, the effective phase usage ratio is calculated for the
next cycle:

o) = a *pln-d) + B*piln-3) +y ¥ oin-2) + & * pln-1) + 8 *pin)
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Meved ¢, . y. &, @<l represent weighting factors (¢ OE RSSO =0
piln-f) the effective phase usage ratio for / th flow at (e} th cycle, pitn=— 11 the
forecasted effective phase usage ratio for next cycle.

vi.  For the next cycle 1y, and ¢4 barrier duration’s which are total green times for
the flows in the east-west and south-north directions and green split times for
all different flows are calculated as follows:

Lo dgp and 1y barrier calculations:

por=pont )+ ppintl)

Pe2 = py(nvl)+ oy (n+l}

pez = psatl) + pgnt+l)

Pci=pr(atl) + pginvl)

Pt = MaX (pc1, pesz)

P2 =108X (P2, Lcg)

lpp = C(”-}'j) * pm//(pml + pm?). BT = (g + {GT + BIGT
(g2 = C(-VHMJ) % pm?f/ (,Oui/ + ,Om_’)» BTZ = fpp t IGT + BIGT

i Mintmum and maximum tyrand fy; are Inspection:
ltmia = AKX ((GT L+ G120 ) , (GT3pim + Gl
[B..-’mm = max ( (GT\;W‘” + GT4ﬂ}rifw> > (GT7min + GTSN!M ) )
{B3tmex = MN ((CTlpax* GTZ#H{L\') i ACT3 gt GTmar) )
{82may = min ( (GT3 mas + GT#IN(L\') 3 (GT7 wax GT}S’HICL\') )
if {pr < £ 1 ieiar tb&n: 1= Atgimm . {2 =c¢ {}7"}' j) “ L5t
g2 <tgouin  then, 1g:= tgamm .ty = (n+1) - L2
i ar> tpimer then, g =l | g = (R4 1) - B
if I3 Ip2may Ehen, 327 paax gt = ¢ (v U A 2wy
iii. Calculation green split times for each flow:
GTl(n+1) = tg/*os (n+1) 7 Pt
GTZ(VH"]) = t153‘/"};‘/5'2 07'{“1) /,Dm!
GT.?(PI.“E“/) = tpa* oy (n+1) 7 pus
GTH(n+1) = tg:*p; (n+1)/ oy
G5+ 1) = ty*psin+ 1) / py i
GT6in+1) = 1p *os(nt1) /7 oy 1;
G.’/Vﬂ?%‘/) = gy *p?’(”'i' i) /pm.?
GT8(n+1) = 15" pufin+ 1) / pg

9- Simulation Results

Optimization algorithms introduced above have been transferred to VISSIM simulation
environment by using VAP programming language commands in order to oplimize the

critical intersection model, VISSIM is a microscopic simulation program which simulates

the urban traffic that depends on psycho-physical driver behaviors, Fixed tinie signal

control policies and vehicle actuated programs can be tested with VISSIM. Also, various .+ ¢

- on-ling and off-line “analysis can be made under the previously determined constraints, o B
~-Simulation process is rmas-outlined in Figure 4 (VISSIM Uset Manual. 1097y, T
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[n this stucy. critical intersection model constructed in VISSIM. has been operated lirst in
VAP mode. second in fixed time mode under the same conditions for over 4 hours,
Through the simulation, time dependent vehicle inputs and relative distibution ol Aows
has been chosen as in Table 1.
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Figure 4- Flow chart about runining a simufeation process in 1ISSIA
In VAP mode operation testing results outlined in two different graphics in Figure 5. First
graphic shows the realized cycle time variations and the two of the green splii time
variations (GT1 and GT2). The second graphic shows the realized maximum degree of
saturation which corresponds the intersection degree of saturation ( MXS = X ) und
arithmetic average of degrees of saturation that occurs accarding 1o all flows.

Table . Vehicle inputs and relative disiribution of flows through the simulution trelative flinvs have heen
identified as lefi turning flow, through flow and right turning flow respeciively)

simulation

e 0-3600 3601-7200 7201-10800 | 10801-14400 | 4401-18000
Yehicie input 1200 800

e TS 1000 800 400
Rel. Flaw dist. 1-5-1 1-5-1 1-5-1 1-8-1 1-5-1
Vehicle Input

feom North 1300 1100 900 700 500
Rel. Flow dist, 1-4.2 142 1-4.2 1-4-2 1-4.2
YVehicle Input T ’

p—— 400 500 600 700 800
Rel. Fiow dist. 1-2-1 12-1 1.2 1-241 1.2-1
Vehicle input

froii Bel 600 700 800 700 600
Rel. Flow dist. 121 1-2-1 1-2-1 1-2-1 12-1

Then, by using VAP mode simulation results, an average cycle time and green splits have
been established to be used in fixed time mode simulations. These values are 122 seconds
for cycle time; 0.15 for left turning flows and 0.35 for through Hows plus right turning
flows.

By using these values fixed time mode simulation has been done under the same conditions
as in VAP control mode, Fixed time mode simulation results outlined in Figure & are in the
same format with Figure 5.

1~
n
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Figure3- VAP mode simulation results: CT, GTI, GT2, X = MXS, average X = 4175,

According to these results:

“Realized average degree of saturation values exceed the value of 0.9 (psauxczll degree of
saturation value) only in the 6 of the cycle indexes in VAP mode and 15 of the cycle
indexes in fixed time mode through the gimulation,

*Realized average degree of saturation values exceed the value of 0.8 in the 35 of the
cycle indexes in VAP mode and 64 of the cycle indexes in fixed time mode through the
shmulation.

*The arithmetic averages of degrees of saturation (AVS) that occurs according to the
degrees of saturation of all different tlows are accessed. According to this accession. it's
obvious that the AVS values vary absolutely between 0.42 — 0.04 in VAP mode and 0.35 -
0.72 in fixed time mode. According to the variation difference of average AVSs, the vaiues
diverge between 0. 45 &= 0.60 in VAP mode and 0.50 - 0. 63 in ﬁ\ec | time mode th:mwh t
simulation. - ;

Adl these results show that unde1 1he various swtumted tLafﬂc composltlons ‘the variations -
of average degrees of saturation of total flows can be smoothened and average degree of
saturation of intersection can be maintained . near the practical degree of saturation (0.7-
0.9) which corresponds to optimum volume and performance of the critical: intersections.” =
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Figure6- Fixed time mode simulation results: CT, GTI, & 12 X = MXS, average X = 1175,
18-Conclusion

In this study simulation experiments realized for optimization of isolated intersections.
Also similar studies can be planned in order to simulate the optimization of coordinuted
signals in a sub area. In this frame new simulation based studies are being pianned.
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